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1. Загальна інформація  

  

Назва дисципліни  MACHINE LEARNING  

Викладач  Мелешко Єлизавета Владиславівна, доктор технічних наук, професор 

https://kbpz.kntu.kr.ua/kafedra/meleshko-ielyzaveta-vladyslavivna?view 

https://www.scopus.com/authid/detail.uri?authorId=57212031323 

https://scholar.google.com.ua/citations?user=hz93GDsAAAAJ&hl 

https://www.researchgate.net/profile/Yelyzaveta-Meleshko 

https://orcid.org/0000-0001-8791-0063 

Дрєєв Олександр Миколайович, к.т.н., доцент 

https://kbpz.kntu.kr.ua/kafedra/drieiev-oleksandr-mykolaiovych?view  

https://www.researchgate.net/profile/Oleksandr-Drieiev/research  

https://scholar.google.com.ua/citations?user=gGIMAIAAAAAJ 

Контактний телефон  (0522)-390-449 – кафедра кібербезпеки та програмного забезпечення, робочі дні з 830 до 1420  

E-mail:  elismeleshko@gmail.com     drey.sanya@gmail.com  

Консультації  Очні консультації згідно розкладу консультацій  

Онлайн консультації за попередньою домовленістю в робочі дні з 830 до 1420  

2. Анотація дисципліни 
  

Курс «Machine Learning» призначений для набуття теоретичних та практичних знань з використання, розробки та реалізації алгоритмів 

штучного інтелекту.  

 

3. Мета і завдання дисципліни  

Метою викладання дисципліни «Machine Learning » є надбання майбутніми спеціалістами глибоких знань з проектування та програмної 

реалізації різноманітних інтелектуальних систем, побудованих на різних програмних платформах.  

Основними завданнями вивчення дисципліни є:   

– здобути теоретичні знання про алгоритми машинного навчання;  

– навчитися розробляти, реалізовувати та застосовувати алгоритми машинного навчання для рішення практичних задач. 

– здобути та закріпити наступні компетентності: здатність до абстрактного мислення, аналізу і синтезу, здатність застосовувати знання у 

практичних ситуаціях, здатність вчитися й оволодівати сучасними знаннями, здатність генерувати нові ідеї (креативність), здатність формалізувати 

предметну область певного проєкту у вигляді відповідної інформаційної моделі, здатність збирати і аналізувати дані (включно з великими), для 

забезпечення якості прийняття проєктних рішень, здатність застосовувати існуючі і розробляти нові алгоритми розв’язування задач, здатність 

розробляти інформаційні інтелектуальні системи з використанням методів штучного інтелекту. 

 

https://kbpz.kntu.kr.ua/kafedra/meleshko-ielyzaveta-vladyslavivna?view
https://www.scopus.com/authid/detail.uri?authorId=57212031323
https://scholar.google.com.ua/citations?user=hz93GDsAAAAJ&hl
https://www.researchgate.net/profile/Yelyzaveta-Meleshko
https://orcid.org/0000-0001-8791-0063
https://kbpz.kntu.kr.ua/kafedra/drieiev-oleksandr-mykolaiovych?view
https://www.researchgate.net/profile/Oleksandr-Drieiev/research
https://scholar.google.com.ua/citations?user=gGIMAIAAAAAJ
mailto:elismeleshko@gmail.com
mailto:drey.sanya@gmail.com


4. Формат дисципліни  

Для денної форми навчання:  

Викладання курсу передбачає для засвоєння дисципліни традиційні лекційні заняття із застосуванням електронних презентацій, у поєднанні з 

лабораторними заняттями з застосуванням комп’ютерів.  

Формат очний (Face to face). 

Для заочної форми навчання:  

Під час сесії формат очний (Face to face), у міжсесійний період – дистанційний (online).  

 

 

5. Результати навчання 

 

В результаті вивчення дисципліни здобувач вищої освіти буде: 

  знати 

 сучасні наукові здобутки у сфері комп’ютерних наук, які є основою для оригінального мислення та проведення досліджень,  

вміти 

 знаходити розв’язання проблем комп’ютерних наук, необхідні для проведення досліджень та/або провадження інноваційної 

діяльності з метою розвитку нових знань та процедур, 

 розробляти концептуальну модель інформаційної або комп’ютерної системи, 

 проектувати архітектурні рішення інформаційних та комп’ютерних систем різного призначення, 

 створювати нові алгоритми розв’язування задач, оцінювати їх ефективність та обмеження на їх застосування, 

 проектувати та супроводжувати бази даних та знань,  

 оцінювати та забезпечувати якість інформаційних та комп’ютерних систем різного призначення, 

 тестувати програмне забезпечення, 

 аналізувати сучасний стан і світові тенденції розвитку комп’ютерних наук та інформаційних технологій, 

 розробляти інформаційні інтелектуальні системи з використанням методів штучного інтелекту. 

  

6. Обсяг дисципліни  

Ознака дисципліни, вид заняття  Кількість годин  

Кількість кредитів / годин  4/120 

Кількість змістових модулів  1 

Нормативна / вибіркова  Вибіркова 

Вид підсумкового контролю:  залік 

   



 

7. Технічне і програмне забезпечення /обладнання  

Обов’язкове технічне забезпечення: для студентів ПК з доступом до мережі Інтернет для виконання лабораторних робіт, взаємодії з 

системою дистанційної освіти Moodle, online консультацій з викладачем; для викладача мультимедійний проектор та ноутбук для демонстрації 

лекційного матеріалу. 

Рекомендоване технічне забезпечення: принтер для друку звітів лабораторних робіт, рефератів (матеріали можуть надаватися в електронному 

вигляді). 

Рекомендоване програмне забезпечення: алгоритми, що розглядаються у дисципліні, можуть реалізовуватися студентом на будь-яких мовах 

програмування та у будь-яких середовищах розробки на вибір студента, бажаним є використання мови програмування Python 3.x або С# та 

середовищ розробки JupyterLab або Visual Studio. 

 

8. Політика дисципліни 
Академічна доброчесність: 

Очікується, що студенти будуть дотримуватися принципів академічної доброчесності, усвідомлювати наслідки її порушення. Детальніше за 

посиланням URL:  http://www.kntu.kr.ua/doc/dobro.pdf     

Відвідування занять: 

Відвідування занять є важливою складовою навчання. Очікується, що всі студенти відвідають лекції і практичні заняття курсу. Пропущені 

заняття повинні бути відпрацьовані не пізніше, ніж за тиждень до залікової сесії.  

Поведінка на заняттях  

Недопустимість: списування та плагіат, несвоєчасне виконання поставленого завдання.  

При організації освітнього процесу в Центральноукраїнському національному технічному університеті студенти, викладачі та адміністрація 

діють відповідно до: Положення про організацію освітнього процесу; Положення про організацію вивчення навчальних дисциплін вільного вибору; 

Положення про рубіжний контроль успішності і сесійну атестацію студентів ЦНТУ; Кодексу академічної доброчесності ЦНТУ.  

 

 

http://www.kntu.kr.ua/doc/Кодекс%20академічної%20доброчесності.pdf


9. Тематика лекційних та практичних занять 

 

Теми лекційних занять 

Тема 1 Вступ у машинне навчання та інтелектуальний аналіз даних. Основні поняття. 

Тема 2 Алгоритми неієрархічної кластеризації. 

Тема 3 Алгоритми ієрархічної кластеризації. 

Тема 4 Алгоритми оптимізації 

Тема 5 Алгоритми фільтрації даних. 

Тема 6 Пошук та ранжування даних. 

Тема 7 Роєві алгоритми. 
 

Теми лабораторних робіт 

Тема 1 Перевірка статистичних гіпотез. 

Тема 2 Алгоритм кластеризації k-найближчих сусідів. 

Тема 3 Побудова дендограми. 

Тема 4 Градієнтний спуск. 

Тема 5 Колаборативна фільтрація. 

Тема 6 Алгоритм PageRank. 

Тема 7 Мурашиний алгоритм. 

 

 

 

 

 

 

 

10. Система оцінювання та вимоги  
 

Види контролю: поточний, підсумковий. 

Методи контролю: спостереження за навчальною діяльністю, усне опитування, письмовий контроль, тестовий контроль.   

Форма підсумкового контролю: залік.   

Контроль знань і умінь (поточний і підсумковий) з дисципліни «Machine Learning» здійснюється згідно з кредитною трансферно-

накопичувальною системою організації навчального процесу. Рейтинг студента із засвоєння дисципліни визначається за 100-бальною шкалою. Він 

складається з рейтингу навчальної роботи, а саме, засвоєння теоретичного матеріалу під час аудиторних занять та самостійної роботи, виконання 

лабораторних робіт та індивідуальних завдань. Навчальна робота може бути максимум оцінена у 100 балів.  

 

 



Розподіл балів, які отримують студенти при вивченні дисципліни «Machine Learning»  
 

Поточний контроль та самостійна робота 

 Залік Сума 

Т1 Т2 Т3 Т4 Т5 Т6 Т7 Т8 

 100  

Л ЛР Л ЛР Л ЛР Л ЛР Л ЛР Л ЛР Л ЛР Л ЛР 

7 7 7 7 6 6 6 6 6 6 6 6 6 6 6 6 

Примітка: Т1, Т2,…,Т7 – тема, Л – теоретичні (лекційні) заняття, ЛР – лабораторні роботи  

 
 

Шкала оцінювання: національна та ЄКТС  

Сума балів за всі 

види навчальної 

діяльності  
Оцінка  ЄКТС  

Оцінка за національною шкалою  

для екзамену, курсового проекту (роботи), практики 

90-100  А  відмінно 

82-89  В  
добре 

74-81  С  
64-73  D  

задовільно 
60-63  Е  
35-59  FX  незадовільно з можливістю повторного складання 

1-34  F  незадовільно з обов’язковим повторним вивченням дисципліни 

 

Критерії оцінювання. Еквівалент оцінки в балах для кожної окремої теми може бути різний, загальну суму балів за тему визначено в 

навчально-методичній карті. Розподіл балів між видами занять (лекції, практичні заняття, самостійна робота) можливий шляхом спільного прийняття 

рішення викладача і студентів на першому занятті:  

оцінку «відмінно» (90-100 балів, А) заслуговує студент, який:  

- всебічно, систематично і глибоко володіє навчально-програмовим матеріалом;  

- вміє самостійно виконувати завдання, передбачені програмою,  використовує набуті знання і вміння у нестандартних ситуаціях;  

- засвоїв основну і ознайомлений з додатковою літературою, яка рекомендована програмою;  

- засвоїв взаємозв'язок основних понять дисципліни та усвідомлює їх  значення для професії, яку він набуває;  

- вільно висловлює власні думки, самостійно оцінює різноманітні життєві явища і факти, виявляючи особистісну позицію;  

- самостійно визначає окремі цілі власної навчальної діяльності,  виявив творчі здібності і використовує їх при вивченні 

навчальнопрограмового матеріалу, проявив нахил до наукової роботи.  

оцінку «добре» (82-89 балів, В) – заслуговує студент, який:  

- повністю опанував і вільно (самостійно) володіє навчально-програмовим матеріалом, в тому числі застосовує його на практиці, має системні 

знання  достатньому обсязі відповідно до навчально-програмового матеріалу, аргументовано використовує їх у різних ситуаціях;  



- має здатність до самостійного пошуку інформації, а також до аналізу, постановки і розв'язування проблем професійного спрямування;  

- під час відповіді допустив деякі неточності, які самостійно виправляє, добирає переконливі аргументи на підтвердження вивченого матеріалу; 

оцінку «добре» (74-81 бал, С) - заслуговує студент, який:  

- в загальному роботу виконав, але відповідає на екзамені з певною кількістю помилок;  

- вміє порівнювати, узагальнювати, систематизувати інформацію під керівництвом викладача, в цілому самостійно застосовувати на практиці, 

контролювати власну діяльність;  

- опанував навчально-програмовий матеріал, успішно виконав завдання, передбачені програмою, засвоїв основну літературу, яка 

рекомендована програмою; оцінку «задовільно» (64-73 бали, D) – заслуговує студент, який:  

- знає основний навчально-програмовий матеріал в обсязі, необхідному для подальшого навчання і використання його у майбутній професії; - 

виконує завдання, але при рішенні допускає значну кількість помилок;  

- ознайомлений з основною літературою, яка рекомендована програмою;  

- допускає на заняттях чи екзамені помилки при виконанні завдань, але під керівництвом викладача знаходить шляхи їх усунення. оцінку 

«задовільно» (60-63 бали, Е) – заслуговує студент, який:  

- володіє основним навчально-програмовим матеріалом в обсязі, необхідному для подальшого навчання і використання його у майбутній 

професії, а виконання завдань задовольняє мінімальні критерії. Знання мають репродуктивний характер.  

оцінка «незадовільно» (35-59 балів, FX) – виставляється студенту, який:   

- виявив суттєві прогалини в знаннях основного програмового матеріалу, допустив принципові помилки у виконанні передбачених програмою  

завдань.  

оцінку «незадовільно» (35 балів, F) – виставляється студенту, який:  

- володіє навчальним матеріалом тільки на рівні елементарного розпізнавання і відтворення окремих фактів або не володіє зовсім;  

- допускає грубі помилки при виконанні завдань, передбачених програмою;  

- не може продовжувати навчання і не готовий до професійної діяльності після закінчення університету без повторного вивчення даної 

дисципліни.  

 

 



11. Рекомендована література 

 

Базова  

1. Foreman J.W. Data Smart: Using Data Science to Transform Information into Insight 1st Edition. – Wiley, 2013. – 432 p. 

2. Кавун С.В., Смірнов О.А.,Сорбат І.В., Мелешко Є.В., Коваленко О.В. Системи штучного інтелекту // Навчальний посібник  – Кіровоград: 

КНТУ 2013. – 335 с. 

3. Мелешко Є.В. Конспект лекцій з предмету «Machine Learning» // електронний ресурс – Кропивницький: ЦНТУ 2022.  

4. Мелешко Є.В. Комп'ютерні системи штучного інтелекту. Методичні вказівки до виконання самостійної роботи для студентів очної та заочної 

форм навчання спеціальностей 122 «Комп’ютерні науки», 123 «Комп’ютерна інженерія». – Кропивницький: ЦНТУ, 2017. – 9 с. 

5. Hurbans R. Grokking Artificial Intelligence Algorithms. – Manning, 2020. – 631 p. 

6. Brink H., Richards J., Fetherolf M. Real-World Machine Learning. – Manning, 2016. – 474 p. 

7. Knowledge Base A Complete Guide - 2021 Edition // The Art of Service - Knowledge Base Publishing, 2020. – 306 p. 

8. Mattmann C. Machine Learning with TensorFlow, Second Edition. – Manning, 2020. – 1124 p. 

9. Mueller J.P., Massaron L. Machine Learning For Dummies. – Wiley, 2016. – 714 p. 

 

Допоміжна  

10. Kotu V., Deshpande B. Data Science: Concepts and Practice. – Elsevier Science, 2018. – 953 p. 

11. Teofili T. Deep Learning for Search. – Manning, 2019. – 695 p. 
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